Plenum: Die gesellschaftlichen Zukiinfte der Kiinstlichen Intelligenz

Ausrichtende Sektionen: Politische Soziologie, Soziologische Theorie, Soziale Ungleichheit und
Sozialstrukturanalyse, Wissenschafts- und Technikforschung

Kinstliche Intelligenz ist eine durch und durch ,zukinftige’ Technologie. Sie wird erstens in ganz
unterschiedlichen gesellschaftlichen Bereichen als eine der wichtigsten Triebkrifte fir
technologischen und institutionellen Wandel in den kommenden Jahrzehnten gehandelt (Maslej et
al. 2025; Brynjolfsson & McAfee 2014; Brynjolfsson et al. 2023). Weiterhin ist eine Welt, die von
Artefakten mit menschendhnlicher Intelligenz bevélkert wird, schon seit geraumer Zeit ein
wichtiger Aspekt in der kulturellen Imagination (Bory & Bory 2015). Zudem ist die Projektion
wahrscheinlicher Zukiinfte durch die Extrapolation vergangener und gegenwiartiger Datenpunkte
und Muster ein grundlegendes technologisches Prinzip maschinellen Lernens (Amoore und
Piotukh 2015; Murphy 2022). Und nicht zuletzt wird ihr tatsdchliches Potenzial als in der Zukunft
liegend verhandelt, wihrend die Nutzer:innen in der unmittelbaren Anwendung auf eine Vielzahl
an praktischen Problemen stolen (Biichner 2023; Hirsch-Kreinsen 2024).

KI hat sowohl in der Breite der Anwendungen als auch in der Tiefe der méoglichen Auswirkungen
enormes Potenzial zur Transformation der Gesellschaft. Wihrend viele Bereiche der Gesellschaft
in atemberaubendem Tempo daran arbeiten, diese ,Zukunftstechnologie® in ihre Gegenwart zu
holen, gibt es auf Seiten der Wissenschaft einen fortlaufenden Reflexionsbedarf, der mit diesem
Prozess medial-sozialer Vergegenwirtigung kaum Schritt halten kann. Zwar liegen empirische
Studien und Fallanalysen zum Einsatz von KI mittlerweile in groBer Zahl vor; es fehlen jedoch
weithin generalisierende Analysen, die diese Befunde theoretisch integrieren und so zur
Bestimmung langfristiger gesellschaftlicher Dynamiken beitragen.

Deshalb ist es die Zielsetzung dieser Plenarveranstaltung, tiber die blof3e Beschreibung des Status
quo hinauszugehen und systematisch das #ransformative Moment dieser Zukunfistechnologie und die
verschiedenen wdiglichen Zukiinfte der K1 in der Gesellschaft in den Blick zu nehmen. Dabei geht es nicht
allein um den Wandel gesellschaftlicher Institutionen durch den performativen Einfluss dieser
Technologie auf gesellschaftliche Teilbereiche und Praktiken, sondern ebenso um die aktive
Gestaltung und ,eigensinnige® Anwendung von KI durch ihre Hersteller:innen und Nutzer:innen,
die diese Zukinfte mit hervorbringen. Das Plenum versteht sich deshalb als Einladung, empirisch
informierte und theoretisch reflektierte Beitrdge zu versammeln, die die Frage nach den zentralen
Mechanismen der Transformation der Gesellschaft durch KI in verschiedenen Bereichen stellen
und untersuchen.

Maogliche Leitfragen fiir das Plenum

Denkbar sind erstens Analysen, die sich der durch KI angestoenen oder zu erwartenden
Transformation bestimmter gesellschaftlicher Felder wie Arbeit und Wirtschaft, Bildung, Kunst,
Politik und Offentlichkeit, Recht und auch der Wissenschaft widmen. Welche Auswirkungen hat
es in unterschiedlichen Arbeitsbereichen, wenn — insbesondere durch generative KI — jetzt auch
Wissensarbeit zunehmend als technisch substituierbar gilt und professionelle Leistungen wie
Rechtsberatung, medizinische Ersteinschitzungen, kunstlerische und kunsthandwerkliche
Titigkeiten immer stirker mit KI-Outputs konkurrieren. Fir die Wissenschaft — einschlief3lich der
Soziologie selbst — stellt sich zudem die Frage, inwiefern die wahrheitsindifferente Textgenerierung
durch grofle Sprachmodelle beispielsweise die Grenzziehung zwischen Episteme und Doxa
gefihrdet, aber auch welche Legitimation ihrer Erkenntnisse sie weiterhin fir sich beanspruchen
kann, wenn zentrale Praktiken der wissenschaftlichen Wissensproduktion — vom Literaturtiberblick
bis zum Peer Review — mit Unterstiitzung von LLMs durchgefihrt werden. Allgemeiner lieBe sich
feldvergleichend erdrtern, in  welchem Verhiltnis menschliche Expertise und digitale
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Informationssysteme stehen, wenn es um Bewertung, Verantwortungsiibernahme und
Erklarbarkeit in Entscheidungsprozessen geht. Was dandert sich, wenn verschiedenste Ablidufe und
Leistungen technisierbar werden, ohne dass selbst Expert:innen genau nachvollziehen kénnen, wie
dies im Detail funktioniert? Welche Arbeitsteilung zwischen menschlichen und nichtmenschlichen
Akteuren zeichnet sich ab und welche Folgen hat dies fir professionelle und soziale
Wissensbestinde, gesellschaftliche Teilbereiche und die Beziehungen zwischen sozialen Feldern?

Zweitens soll es der geplanten Plenarveranstaltung um Uberlegungen zu umfassenden
Kulturdynamiken gehen, die durch KI wahrscheinlicher werden. Was bedeutet es fir die
menschliche Existenz, sich in einem Gegeniiber zu spiegeln, fir das personale Identitit nur ein
optionales Feature im Nutzerinterface darstellt? Wihrend anthropomorphe Deutungen haufig
intuitiv vorgenommen und durch das Design bewusst nahegelegt werden, stellt sich fiir die
Soziologie die Frage, inwiefern es legitim ist, KI-Anwendungen ebenfalls nach dem Schema von
Akteuren zu begreifen (Anicker et al. 2024). Welche Handlungsfihigkeit und Verantwortlichkeit
kann, darf und sollte KI tatsichlich zugeschrieben werden (Beckers & Teubner 2024)? Und wie
wird die kommunikative Herstellung von Selbstkonzepten und Individualitit, Kollektivitit und
politischer Identititen durch die ,,Massage* (McLuhan) der kiinstlichen Intelligenz transformiert?
Dartber hinaus stellen sich Fragen nach der Vermittlung von lebensweltlichem und technisch
vermitteltem Wissen. Droht eine schleichende Entmundigung durch KI, die sich etwa tiber eine
allmahliche Degeneration von Kompetenzen und eine Entwertung lebensweltlichen und
beruflichen Wissens vollziehen kénnte — oder liegen in einer weitgehenden Demokratisierung des
Zugangs zu intellektuellen Produktionsmitteln auch Chancen?

Drittens stellen sich Fragen der Reproduktion gesellschaftlicher Ungleichheit und der
Verschiebung ~ von  (politischen)  Machtkonstellationen. ~ Einige = wenige  grofe
Technologicunternehmen aus den USA und China treiben KI im Rahmen einer teils
ausbeuterischen und wenig nachhaltigen globalen Arbeitsteilung voran (Crawford 2021). Sie
gewinnen als globale Plattformen enorme Marktmacht, entscheiden tber Nutzbarkeit und
Zugangsmoglichkeiten und damit auch uber die Distribution von Ressourcen und Lebenschancen.
Subtilere Formen der Machtaustibung entstehen, indem kulturelle Annahmen, normative
Wertvorstellungen und gesellschaftliche Hierarchien in die technischen Grundlagen eingeschrieben
werden und dadurch mal3geblich die Nutzung beeinflussen (Amoore et al. 2024; Scott und
Orlikowski 2025). Dartiber hinaus bietet KI auch neue Moglichkeiten der aktiven politischen
Steuerung und Kontrolle globaler Informationsstrome. Die neuen digitalen Mittel werden
zunchmend zu Governance-Zwecken eingesetzt, was vor dem Hintergrund der Zensur
chinesischer Systeme, der endzeitlichen Rhetorik US-amerikanischer Tech-Milliardire und ihrer
teils ungelenken Versuche, tiber die von ihnen kontrollierten Sprachmodelle gezielt politisch-
ideologischen Einfluss auszutben, zu denken geben sollte. In Deutschland ist die geplante
Einfihrung der US-amerikanischen Polizeisoftware Palantir ein aktuelles Beispiel dafiir. In diesem
Zuge lassen sich auch Ansitze beobachten, klassische politische Verfahren durch das KI-gesteuerte
,Herauslesen‘ von Biirgerwillen und -bediirfnissen aus digitalen Daten zu ersetzen, was dringende
demokratietheoretische Fragen aufwirft. Besondere gesellschaftliche Aufmerksamkeit erhalten
aktuell Kl-vermittelte Einflussnahmen auf o6ffentliche Informationsflisse und Prozesse der
Meinungsbildung bis hin zur klaren politischen Manipulation im Zusammenhang etwa mit neuen
Strategien informationeller Kriegsfiihrung.

Das Plenum soll ein Forum fir solche und dhnliche Fragen bieten, um auszuloten, welche Grenzen
sich aktuell verschieben und in welche Zukunfte uns dies fuhrt.

Jury:
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